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Shared control is a form of video gaming accessibility support that allows players with disabilities to delegate inaccessible controls to
another person. Through interviews involving 14 individuals with lived experience of accessible gaming in shared control, we explore
the ways in which shared control technologies are adopted in practice, the accessibility challenges they address, and how the support
currently provided in shared control can be automated to remove the need for a human assistant. Findings indicate that shared control
is essential for enabling access to otherwise inaccessible games, but its reliance on human support is a key limitation. Participants
welcomed the idea of automating the support with software agents, while also identifying limitations and design requirements.

Accordingly, this work contributes insights into current practices and proposes guidelines for developing automated support systems.

CCS Concepts: » Applied computing — Computer games; - Human-centered computing — Accessibility technologies; Collabora-

tive interaction; Empirical studies in accessibility; - Social and professional topics — People with disabilities.
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1 Introduction

Video games have become a leading entertainment industry, with more than 3.35 billion video game players world-
wide [52] (41% of the global population). Among them, 20% have some form of disability. Furthermore, 46% of people
with disabilities report playing video games regularly [45].

Numerous assistive technologies have been developed to enable autonomous access to video games by players with
disabilities [3]. Despite these technologies, not all players are able to access every game independently [7, 39]. To
address this issue, Shared Control solutions have been developed, such as Xbox Controller Assist [41], allowing players
with disabilities to delegate control of certain game actions to another person. Recent research also explores how to
extend this approach by replacing human support with a software agent [12]. However, to the best of our knowledge,
no prior study investigates how existing shared control technologies are commonly used by players, to address which
accessibility challenges, and how these needs can be translated into technologies that automate such support.

To address these issues, we conduct a study, through interviews and focus groups, with 14 individuals who have prior
experience in the use of shared control systems, including people with disabilities who play using shared control, others
who support players with disabilities during shared control, and experts in assistive gaming technologies. Through
reflexive thematic analysis, the research first aims to gain a deeper understanding of the shared control technologies
currently in use, highlighting their benefits and limitations. Second, we investigate the acceptability and the key features

that a system automating the role of the supporting person should have.
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Results show that shared control is essential for making certain games accessible that would otherwise not be
playable. However, these techniques have a major limitation: they require the availability of a person willing to provide
support. For this reason, participants welcomed the possibility of replacing the supporting person with a software agent,
while at the same time highlighting both the potential limitations of the solution and the features it should possess.
Our work, therefore, provides a better understanding of the current use of shared control systems and outlines design

guidelines for the development of shared control technologies with automated support.

2 Background

This section surveys the accessibility problems faced by gamers with disabilities in playing video games (Section 2.1),
and the existing assistive technologies designed to overcome these limitations (Section 2.2). Then an overview of the
state of the art in shared control solutions is presented, both in general contexts (Section 2.3) and specifically when

applied to gaming (Sections 2.3.1 and 2.3.2).

2.1 Video Games Accessibility

Playing video games poses accessibility challenges for people with disabilities [3, 6, 8, 25, 39, 64]. These challenges include
single-sense feedback (e.g., audio cues without visual counterparts) [6, 8, 25, 39], unsuitable button layouts [8, 18, 39],
and demanding input gestures, such as repeated button mashing or long holds [6, 8]. Thus, after identifying a game
that they find interesting, gamers with disabilities have to adapt the game to their specific needs [39]. In some cases,
however, adaptations fall short, forcing players to “play their own game", engaging it in unconventional ways [25], or
even to abandon the game altogether [39]. Guidelines written to facilitate the development of in-game accessibility
features exist [6, 7, 25, 39]. However, these guidelines are rarely implemented [3, 64]. Due to this, accessibility often
needs to be achieved through outside-of-game solutions. For example, participants in our interview often mentioned

accessible game controllers and input-modifying software.

2.2 Accessibility of Video Game Controls

Various peripherals are used as video game controllers. In particular, gamepads provided with major gaming consoles
have evolved to share several common design features [36, 37]. For example, Xbox and PlayStation controllers are
designed to be held with both hands and require coordinated use of the thumbs (each capable of controlling a joystick
and four buttons) as well as two additional fingers (usually the index and middle fingers) to operate two side buttons per
hand. This design assumes that all users have similar hand anatomy and size [9], can operate multiple inputs with both
hands [18], and are able to perform quick, coordinated, and reactive movements [18]. As a result, standard controllers
may be inaccessible to players with disabilities, for example, those with upper-limb mobility impairments.

Alternative controllers, designed to be more accessible and customizable, offer different button layouts from standard
ones. Some are designed to be operated with a single hand [62] or placed on a flat surface [1, 23, 43]. Others are
personalizable through external buttons [17, 23, 43] or a modular design [10].

Software support has also been proposed to enhance the accessibility of game controllers. Some tools allow remapping
controller buttons to different commands; these are sometimes available directly within the games themselves. Others
allow remapping of commands across different types of input devices. For example, JoyToKey [31] allows a game
controller to emulate keyboard inputs for games designed to be played with a keyboard. Further solutions enable users
to perform actions using voice input [4, 60] or facial expressions [38, 51], which can then be mapped to specific game

commands.
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Through the use of these tools, inaccessible games can be made accessible to many people with disabilities. The
resulting game setup, that is the specific configuration of hardware and software accommodations and accessibility
tools used, can be quite articulated, complex, and can vary based on the game, the disability, and the preferences of the
player. However, for some gamers with disabilities, existing accessibility tools may not suffice to access and effectively
use all the inputs required to play a game [12]. In such cases, one possibility is to delegate inaccessible game controls to

someone else through shared control [14, 41].

2.3 Shared Control

Shared control refers to two or more agents collaboratively interacting with a system. Beyond video games, shared
control has been studied for collaborative robot control [21, 27], assisted vehicle driving [34], and management of
shared user interfaces [20]. In these contexts, the proposed interaction models involve either cooperation between
humans or the integration of software agents to assist the user.

The terminology used to distinguish between different forms of support varies across application domains. For
example, when referring to cooperation between only human actors, commonly used terms include human-human
collaboration [61], multi-user interaction [20], and multi-operator-single-robot [24]. Similarly, systems in which software
agents contribute to the control are referred to using terms such as partial automation [14], human-AlI collaboration [61],
human-in-the-loop [27], or supervisory control [5].

To disambiguate the various meanings, we use the term shared control to refer to all interactions that allow game
controls to be distributed across multiple actors, usually a pilot, i.e., the person primarily responsible for playing
(typically a person with disabilities), and a copilot supporting the pilot. As illustrated in Figure 1, the two subtypes of
shared control are: human cooperation, when the copilot is a human actor; and partial automation, when the copilot is a

software agent.

Shared control

Human cooperation Partial automation
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Fig. 1. Relationship between shared control, human cooperation, and partial automation

2.3.1  Human Cooperation for Video Games Accessibility. Several human cooperation solutions have been proposed
in the context of video games, although not explicitly as assistive technologies. Instead, most studies have focused
on analyzing how different forms of cooperation affect aspects such as social interaction, gameplay experience,
and perceived enjoyment. Works by Loparev [35], Sykownik [56], and Rozendaal [53] observed that introducing
interdependence mechanics between players led to higher levels of social interaction compared to independent play.
Conversely, Rozendaal et al. [53] also noted that requiring cooperation to progress through the game could reduce

players’ perceived autonomy and control.
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In the context of video game accessibility, Microsoft has released Xbox Controller Assist (formerly Xbox Copilot) [41],
a software available on Xbox consoles and Windows PCs that allows linking two controllers so that two players can use
them to control the same game actions, as if they were a single controller. This solution is actively advertised as an
accessibility feature “to help a friend or loved one through a game or console experience", and evidence of the usage of
this solution by players with disabilities is available on various social media®. Similarly, on PlayStation 5 (PS5) consoles,
the PS5 Access Controller [23] can be paired with another PS5 controller, enabling human cooperation. A third-party
solution, the Titan Two adapter [16], supports remote human cooperation over the internet. In this configuration, the
game feedback (video and audio) is shared with a remote player who can play on their controller. Their input is then
transmitted to the local console or PC, where it is merged with the local player’s input, enabling collaborative control
of the same game session even when players are not physically in the same location.

Gongalves et al. have investigated human cooperation in relation to video game accessibility [26]. Specifically, they
developed two video games intended to be played in pairs by individuals with mixed abilities: one sighted player would
face a visual challenge, while one blind player would face an auditory one. Their findings demonstrate that cooperation
between players with differing abilities is not only possible but can be effectively supported through game design that
leverages each participant’s strengths. However, the authors themselves acknowledge that this form of cooperation
does not constitute a generalizable accessibility solution, as it relies on custom-designed games and does not apply to

disabilities beyond visual impairments.

2.3.2  Partial Automation for Video Games Accessibility. Partial automation is a type of shared control that removes
the necessity for human copilots, substituting them with a software agent. In the video game accessibility domain,
partial automation has been implemented in commercial video games [2, 22, 49, 50, 55, 58], and it has been explored in
prior research as well [11-13, 28, 30, 59]. However, the application of partial automation has been mostly limited to
specific game tasks. One use case is player balancing: providing assistance in a given task that is inversely proportional
to the player’s skill level, thus ensuring a similar gaming experience for all. For example, some first-person shooters
such as Call of Duty [2] integrate aim-assistance, whose effectiveness has been evaluated in prior research [30, 59].
Similarly, some racing games implement steering assistance to help players stay on the road [11, 22]. Another approach
is to reduce the effort required to play by automating some inputs. For example, some racing games such as Forza
Motorsport [58] implement automatic gear shifting. More pronounced implementations of partial automation are found
in games like the Bayonetta series [49, 50], which feature an automatic mode where the player only needs to focus
on attacking while the game autonomously handles movement and enemy targeting. Another example is Zac - O
Esquilo [40], a one-switch (controlled with only one button) video game in which the player decides when to move
the avatar, but an algorithm determines the direction of the movement. These solutions are specifically designed and
implemented for each game, but lack generalizability, which is a significant barrier to the widespread adoption of partial
automation as a solution for video game accessibility.

Cimolino et al. [12] employ partial automation in two research video games to demonstrate how distributing gameplay
actions between a player and a software agent can enable players with motor disabilities to play. In this approach, the
player performs only the actions that they are physically capable of, while the remaining actions are delegated to the
software agent. Findings from the study highlight the importance of mutual understanding between the player and
the agent. Lack of mutual understanding may lead to automation confusion [13], a phenomenon in which the player

struggles to distinguish the outcome of their own actions from those performed by the agent.

1A list of social network posts on this topic is available as supplemental material.
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These works contribute to a better understanding of how partial automation can support video game accessibility.
However, to the best of our knowledge, no prior work explores existing shared control practices, how they are used, and
with what purposes. Most importantly, it is unclear how the support currently provided through human cooperation

can be provided through generalizable partial automation solutions and how such solutions should be designed.

3 Methodology

To understand how human cooperation technologies are currently used by people with disabilities, and to inform the
design of future partial automation approaches, semi-structured interviews and focus groups [33] were organized with
people who regularly use, or have used in the past, human cooperation systems for video games. The experimentation

was approved by the Ethics Committee of the University of Milan (opinion no. 16/25).

3.1 Participants

Participants were recruited through announcements on social media pages frequented by people with disabilities,
such as r/disabledgamers on Reddit, and by reaching out to accessibility experts’ organizations. A local association for
people with motor impairments, Spazio Vita? of Niguarda Hospital in Milan - Italy, also supported the recruitment by

mediating contact with some participants. The following inclusion criteria were adopted:

e Being of legal age.
e Being able to speak Italian or English.
e One of the following:
- (Pilot) Using or having used human cooperation in the past.
— (Copilot) Using or having used human cooperation in the past to support a person with disabilities.
— (Expert) Being an accessibility expert who uses human cooperation as a tool to help people with disabilities

in playing video games.

We recruited 14 participants, among whom 8 were pilots, 5 copilots, and 6 experts. Participants’ full demographic
profiles are reported in Table 1. For organizational reasons, it was not possible to collect demographic data for P8pc.
One additional participant was excluded from the results because they used Xbox Controller Assist [41] not in human

cooperation, but to play alone with two controllers. In total, 4 individual interviews and 4 focus groups were conducted:

e Individual interviews:
— P1p: tried but no longer uses human cooperation, having found a gaming setup for playing independently.
— P2p: uses remote human cooperation to play with people met online.
— P5cg: accessibility professional with experience in hardware solutions for accessible gaming.
— P6E: accessibility expert with occasional gaming experience.
e Focus groups:
— P3p and P4c: P4 is a family member, caregiver, and habitual copilot of P3p.
— P7pc, P8pc, P9pc, and P10pc: members of a weekly gaming group in which they play cooperatively.
P7pc usually pairs with P8pc, while P9pc plays with P10pc.
— P11cg and P12¢g: coordinators of the gaming group involving P7pc, P8pc, P9pc and P10pc. They
support the participants both as copilots and by helping to find suitable game setups.

Zhttps://spaziovitaniguarda.it


https://spaziovitaniguarda.it

6 Ahmetovic et al.

— P13 and P14: colleagues who assist people with disabilities in identifying and configuring accessible

game setups.

Table 1. Participants’ Demographic Data. The participant’s role is in ID’s subscript: P - Pilot, C - Copilot, E - Expert

D Age | Gender Gameplay Disability .Difﬁculties Preferred
frequency Type Onset | in gameplay platform
Pi1p 29-38 M Daily Paresis Birth Moderately Switch, PC, PS
P2p 29-38 M Daily Blindness Birth Alot PC, PS
P3p 29-38 F Daily Spastic quadriplegia Birth A lot Xbox
P4c 39-50 M Daily None None None Smartphone, Xbox
P5cp | 39-50 M Daily Burn injury 20 years A little Xbox
Pég 29-38 M Monthly None None None Xbox
P7pc 18-28 M Daily Spastic tetraparesis Birth Moderately Switch, PS5
P8pc Data Not Available Yes Data Not Available
P9pc | 39-50 F Daily Pediatric tetraparesis Birth Moderately Smartphone
P10pc | 18-28 F Daily Reduced arm mobility | Birth A little Tablet
P11cg | 39-50 M Weekly None None None PC, Xbox
P12¢cg | 39-50 M Weekly None None None PC
P13g 29-38 F Monthly None None None Switch
P14g 39-50 M Weekly None None None Switch, Xbox

Ten participants identified as male, while four identified as female. The most represented age groups were 29-38 and
39-50 (6 participants each), followed by 18-28 age group (2 participants). Eight participants declared having a disability,
among which P2p is the only one with a visual impairment, while the others have motor disabilities. The remaining
six participants do not have disabilities, but have experience in supporting people with disabilities in using human
cooperation. In particular, P5¢g, P6g, P11cg, P12¢g, P13E, and P14 professionally help people with disabilities in
finding hardware and software configurations for gaming according to their needs.

All participants play video games at least once a month. Among those with disabilities, only P5cg and P10pc
reported having little difficulty in playing video games; the others declared having at least moderate difficulty. The most
used gaming platform is Xbox (6 participants), followed by PC and Nintendo Switch (4 participants each), PlayStation
(3 participants), smartphone (2 participants each), and tablet (1 participant). Nine people attribute their reference to
the ease of access of the platform (P1p, P2p, P3p, P4c, P6g, P9pc, P10pc, P11cg, P14g). Other motivations include
familiarity with it (P4¢c, P5¢cg, P12¢Eg) and the presence of exclusive video games for the platform (P7pc, P13g). Eight
of the nine participants with disabilities also use hardware or software tools to facilitate access to video games. These
include the Xbox Adaptive Controller (P3p, P7pc, P8pc, P9pc, P10pc), custom buttons and joysticks (P7pc, P9pc,
P10pc) and software for remapping controller and keyboard keys (P1p, P8pc).

3.2 Procedure

The interviews were conducted online, using video-calling platforms, and were audio-recorded to facilitate the following
analysis. In addition to the participant, at least two members of the research group were always present during each
interview: one with the role of main interviewer and the other with a support function, tasked with intervening with

additional questions not initially planned. Each interview lasted between 60 and 90 minutes. In cases where users knew
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each other and shared usage modalities of human cooperation systems, the interviews were organized as focus groups,
in which multiple users participated in the meeting and also discussed among themselves on the proposed topics.
The initial interview outline3 drew inspiration from prior works on shared control and partial automation [13-
15, 26, 53]. The first part of each interview was dedicated to human cooperation technologies. With pilots and copilots,
we explored how they used these technologies, which ones they preferred, and what advantages and limitations they
had. With accessibility experts, we investigated how they support users who come seeking a new gaming setup tailored
to their needs. We then proceeded to understand how they integrate human cooperation technologies into these setups.
In the second part, a concept of a partial automation system for video game accessibility was presented, and
interviewees were asked for their opinion, how they would use the system, and what requirements it should have.
The system was described as a shared control solution, similar to Xbox Controller Assist [41], but designed to allow
playing without the need for a second person. We indicated that the users would be able to select which actions they
wanted to control, while the system would autonomously control the remaining ones. The description of the system
was purposefully kept vague to encourage the elicitation of its potential functionalities. The initial questions were
expanded based on the outcome of the first two interviews. In particular, two additional topics on human cooperation

were introduced: communication with the copilot during gameplay and reasons for not using this technology.

3.3 Data Analysis

The audio-recordings of the interviews were transcribed and analyzed following the reflexive thematic analysis
methodology [57]. The first interview was analyzed jointly by four researchers, identifying initial codes. Subsequent
interviews were randomly divided among the researchers. Each interview was coded by one researcher and subsequently
reviewed by a second researcher, who integrated any additional observations. In a subsequent meeting, all codes were
reviewed and discussed as a group to resolve any ambiguities or disagreements, re-examining the relevant parts of
the transcriptions until consensus was reached. Finally, the extracted codes were consolidated and organized into

sub-themes and main themes through an iterative process of comparison among researchers.

4 Results

Six main themes were identified (Table 2): Shared Control Benefits and Limitations (Section 4.1), Human Cooperation
Limitations Addressed in Partial Automation (Section 4.2), Copilot’s Interventions (Section 4.3), Negotiating Collaboration
(Section 4.4), Interaction (Section 4.5), and Factors Affecting the Collaboration (Section 4.6). We observe that, although the
interviews focused on two distinct areas — human cooperation technologies and the proposal of a partial automation
system — we unify their thematic analysis, treating the two areas orthogonally with respect to the identified themes
when possible. This choice is motivated by the similarity of the collected codes, which are largely transversal to both

areas.

4.1 Shared Control Benefits and Limitations

This section explores the benefits of the shared control technology as an accessibility tool (Section 4.1.1), its impact on

sociality and inclusion (Section 4.1.2), and ethical concerns related to the misuse of this technology (Section 4.1.3).

4.1.1  Accessibility.

3The initial interview outline is available as supplemental material.
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Table 2. Themes and sub-themes identified through the reflexive thematic analysis

Themes Sub-themes

. Accessibility

. Sociality and Feeling of Inclusion

. Ethical Concerns

. Loss of Autonomy

. Copilot Availability

. Copilot’s Engagement During Play

. Assistance During Game Setup

. Assistance with Menu Access

. Assistance by Playing

. Assistance by Signaling

. Assistance by Suggesting

. Actions Separation

. Policies Guiding Action Assignment

. Leadership Management

. Copilot’s Operational Autonomy

. Verbal and Non-Verbal Communication
. Intent Understanding

. Knowledge of the Game

. Relationship Between Pilot and Copilot

1. Shared Control Benefits and Limitations

2. Human Cooperation Limitations Addressed in Partial Automation

3. Copilot’s Interventions

4. Negotiating Collaboration

5. Interaction

6. Factors Affecting the Collaboration

DN (DN R WM RO R WN RRIWN RWN -

Human cooperation. This approach enables people with disabilities to access potentially any game (P2p) that is
not accessible using other assistive technologies (P2p, P3p, P7pc, P8pc, P9pc, P10pc). It is also beneficial for those
games that can be played autonomously, but at a cost of a high physical or cognitive load (P7pc). P5¢cg, P6g, P13, and
P14g, who provide support to people with disabilities in setting up games and devising accessible game configurations,
confirm that human cooperation is indeed useful as an assistive solution, albeit with some limitations (Section 4.2). As
observed by P5¢g, playing with human cooperation can be initially frustrating, but it may be the only solution to play

certain games.

P5¢E: The psychosocial effect is that there is going to be frustration, but there’s also going to be a lot of joy.
So you either can’t play at all, or you play with a copilot, and you guys learn and grow together.

Partial automation. The idea of introducing partial automation as an alternative to human cooperation was acclaimed
by most participants, who recognize its potential as an assistive technology. P1p considers that, similarly to human
cooperation, partial automation would be useful to access games too complex to be played autonomously. P2p, P7pc,
P8pc,P9pc, and P10pc furthermore highlight that partial automation could be particularly useful in multiplayer games,
which commonly have fewer accessibility options. P7pc and P10pc would be eager to test this solution. For P5¢p,
partial automation could also be effective for users with very low mobility: in such cases, the user could delegate most
interactions to the system, while still preserving the decisional role on the progress of the game. That would make the

gaming experience more similar to an interactive movie, preserving the narrative content and the active role of the

player.

4.1.2  Sociality and Feeling of Inclusion.
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Human cooperation. Many participants pointed out that human cooperation is not simply about being able to play,
but it’s also about socializing through playing together. For this reason, P5¢cf strongly advocates for human cooperation,

even when other accessibility options are available.

P5cg: And so, yeah, I think that there is a lot of good psychosocial component to playing together. And
when you play alone, it’s ok... It’s just I think it’s better with other people.

P14g noted that playing through human cooperation can also strengthen the bond with the copilot, for instance, when
the latter is a family member. That’s why, when working with children, P14f usually recommends human cooperation
as a solution. Furthermore, P7pc, P8pc, P9pc, and P10pc, who participate together in weekly gaming workshops
(Section 3.1), reported that these meetings are also an opportunity to socialize. P3p and P14 further explained that
human cooperation enables them to discuss with friends about games they would otherwise be unable to access. Without
human cooperation, P3p would be limited to watching others play, which could lead to feelings of exclusion. According
to P4¢, human cooperation can also be used to introduce inexperienced players to gaming. For example, allowing a

parent to learn to play alongside their children, thus fostering family bonding.

Partial automation. In the absence of a human copilot, the social dimension of partial automation may be reduced.
For this reason, P3p would still prefer to play with P4, via human cooperation, even if a partial automation system
were available, as those moments provide an opportunity to spend time together. P7pc and P12¢f agree on this aspect,
expressing that they would not want to abandon human cooperation entirely to avoid losing the social benefits it
entails. In contrast, P1p, P11cg, and P14f observed that partial automation does not necessarily remove the social
dimension; rather, it may create new opportunities. Indeed, partial automation could enable players to independently
access multiplayer games, which by their nature foster social interaction and group play. Similar to human cooperation,

partial automation could also facilitate the inclusion of new players in gaming.

4.1.3  Ethical Concerns. Some accessibility solutions can be misused or exploited for cheating, undermining the intended

gameplay and negatively affecting other players’ experiences. For this reason, multiplayer games may restrict their use.

Human cooperation. P4c, P5cg, and P14 note that human cooperation systems are subject to this issue. As P2p
points out, the problem is exacerbated by the fact that multiplayer games are generally less accessible than their

single-player counterparts and would therefore need better accessibility support.

Partial automation. A partial automation system would face similar limitations. For this reason, P6f is skeptical
about its applicability in multiplayer contexts. P2p suggests distinguishing between competitive and non-competitive
multiplayer games: while in the former, the use of partial automation should be regulated, in the latter it should remain
unrestricted, as should be the case for single-player games. To address this concern, P12¢g proposes the development
of partial automation systems capable of learning and adapting to the player’s abilities, thereby moderating the level of

assistance provided. This aspect is discussed in more detail in Section 4.3.3. Overall, P5cf expects mixed reactions:

P5cg: The people who need it would celebrate, the people who don’t need it would think it’s cheating. I
mean, some of them, not all of them. I am able to play, but I would celebrate because I know that so many

of the people that I've worked with will now be able to play more.
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4.2 Human Cooperation Limitations Addressed in Partial Automation

Human cooperation also has limitations that affect its widespread adoption: reduced pilot’s autonomy (Section 4.2.1),

need for a copilot (Section 4.2.2), and concerns about the copilot’s engagement during play (Section 4.2.3).
4.2.1 Loss of Autonomy.

Human cooperation. Human cooperation implies dependence on another person, which limits the player’s autonomy.
Participants react to this limitation in different ways. For P2p, who is blind, no other accessibility solution is viable.
While not uncomfortable requesting help, P2p acknowledges that dependence can limit play options. In contrast, P1p
avoids human cooperation despite other tools being less effective. This is in part due to logistical barriers, and in part
because having to ask for help every time would feel burdensome. P13 confirms this reluctance, noting that it is
particularly common among people with acquired disabilities, possibly due to the inability to regain pre-disability skill

levels.

P13: There will always be people who, if they can’t have full access to the game they want to be able to
play, would choose not to play. We have definitely met people that would say: “If I can’t do this myself
completely independently, I'd rather not do it.". [...] I think most people would want to be able to play the
way that they played before, and so it might not be as enjoyable if they don’t have full access.

For some, relying on other people’s assistance should never be an option. P2p reports getting criticized by other
players with visual impairments for relying on assistance from another person, believing that this misrepresents the
gaming experience of a visually impaired player. In general, P5cg, P6g, P13g, and P14g would prioritize finding game

configurations that preserve independence, without the necessity to rely on human cooperation.

Partial automation. Partial automation eliminates the dependency on another person, offering greater autonomy to the
player. For example, if such a solution were available, P2p would attempt higher difficulty levels, replay games multiple
times, and commit to longer sessions without the feeling of weighing on someone else. For this reason, P6g explained
that, if partial automation were available, it would be a second-line option, adopted when no complete configuration
based on traditional accessibility solutions can be identified. Human cooperation would therefore be considered only
a third-line option, used solely in the absence of partial automation. Similarly, P8pc and P9p¢ highlighted that the

independence afforded by partial automation constitutes a clear advantage over human cooperation approaches.
4.2.2 Copilot Availability.

Human cooperation. Human cooperation is also limited by the copilot’s availability. One side of the problem is
logistical, since the pilot and the copilot need to be physically co-located to play. All participants reported that this
requirement is a significant constraint in the use of human cooperation, as it drastically reduces the pool of potential
copilots. A common choice is to have a family member as the copilot, which is what P3p and P4¢ do. The relationship
between the pilot and the copilot is discussed in Section 4.6.2. Additionally, the copilot may not always have time to play
(P3p). To overcome the challenges of copilot’s availability, some participants arrange gaming sessions in shared physical
spaces. For P7pc, P8pc, P9pc, and P10pc, who meet at weekly gaming workshops, finding a copilot is straightforward,
but only during scheduled sessions. An alternative, known only to P2p, is remote human cooperation (Section 2.3.1).
However, this approach requires a complex configuration of third-party hardware and software, and it introduces

interaction latency that complicates the coordination. P2p notes that such a solution, if natively integrated in gaming
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platforms, would make it easy to meet copilots, thus improving game accessibility for many people with disabilities.
When no copilot is available, fallback strategies vary. P2p, P8pc, and P10p¢ stop playing altogether; P3p, P7pc, and
P9pc switch to more accessible alternatives, such as mobile games. Finally, P2p, P9pc, and P10pc sometimes play

with different copilots, which introduces the challenge of learning to play together (Section 4.6.2).

Partial automation. Partial automation doesn’t have copilot availability issues. That’s why P3p would find a system
based on it “fantastic" as it would allow playing even when no one is available as a copilot. For P2p, this approach

would benefit the copilots as well, by freeing them from the time commitment of learning and playing the entire game.

P2p: The benefit of it is that you don’t have to then wait for a person to be available, you can play in theory
any game at any time [...] you could play on your own terms without having to then rope a second person
in and make them take hundreds of hours of their life.

4.2.3 Copilot’s Engagement During Play.

Human cooperation. P1p notes that the gaming experience in human cooperation is not fully comparable to that
offered by collaborative multiplayer games. In the latter, the roles of the two players are generally equivalent or equally
significant, whereas in human cooperation, the division of tasks is often unbalanced. According to P1p, this imbalance
can affect the copilot’s enjoyment, as they are frequently assigned only a supporting role. Indeed, P1p considers playing
as a copilot to be a predominantly negative experience, describing it as an activity performed mainly to help someone
else rather than for personal enjoyment. It should be noted, however, that P1p has always acted as a pilot and has
never directly experienced the role of copilot. In contrast, P4¢ reported finding their experience as a copilot rewarding,

viewing it also as an opportunity to discover new video games.

Partial automation. With partial automation, this issue does not arise, as the copilot’s role is replaced by a software.

4.3 Copilot’s Interventions

The copilot can support the pilot during gameplay in various ways: assistance with the setup before starting to play
(Section 4.3.1), support with menu access (Section 4.3.2), direct control of commands during gameplay (Section 4.3.3),

signaling elements of interest in the game (Section 4.3.4), and suggestions on how to proceed in the game (Section 4.3.5).

4.3.1 Assistance During Game Setup. Setting up a game configuration is a long and complex process, which in some
cases can lead to frustration (P13g) or even to giving up playing (P11¢g), as also noted in prior literature [39]. The

presence of a copilot can facilitate these operations.

Human cooperation. Some participants are only able to play if another person helps them to prepare the gaming
hardware and software setup (P3p, P8pc, P9pc, P10pc, P13g, andP14g). Support can sometimes be needed even
for those who can afterward play independently (P5¢cg, P6g, P11¢g). For example, the player may be able to play
independently using an accessible controller, but may need support to connect, position, and configure the controller
itself. P5¢fr and P6g always try to maximize the user’s autonomy, but some users still request their help in these

situations.

Partial automation. While none of the participants commented about the (lack of) assistance during setup in a
partial automation solution, we note that a software copilot cannot physically assist the pilot in preparing the gaming

peripherals’ configuration before starting to play. Thus, in this case, human support may still be required.
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4.3.2  Assistance with Menu Access. Enabling in-game accessibility options through the game menu is sometimes
needed to make a game accessible (P2p, P5¢g, P6g, P11cg, P12¢g, P13g). However, the menus themselves may lack
accessibility (P2p, P11cg, P12¢g), and solutions used to make the active gameplay accessible often do not work for
accessing menus (P12¢g). To access text from game menus and navigate them P2p uses Optical Character Recognition

tools. This introduces additional workload and, as P2p points out, these technologies often make mistakes.

Human cooperation. Due to the above problem, P2p highlights that having a copilot ready to help with menu access
is much preferable. P11cg and P12 also point out the issue of menu accessibility, explaining that people participating

in their workshop very rarely manage to start a gaming session without help from a copilot.

P12cg: If games were designed with accessibility in mind from the start, with continuous scrolling menus
where you only need to click on the options, that would be one thing. But menu accessibility is rarely

implemented, even in accessible games. It may seem trivial, but it’s extremely limiting for our user base.

Partial automation. P11cg and P12¢f highlight that partial automation could support menu navigation. By doing

so, the system would allow the pilot to start a game by themselves, removing the need for other accessibility tools.
4.3.3 Assistance by Playing.

Human cooperation. Assistance by controlling some of the game actions is usually the main form of support provided
by the copilot. P1p, P3p, P7pc, and P8p¢ all play with a copilot who primarily assists them by controlling actions in

the game.

Partial automation. All participants envisioned partial automation assisting them by directly controlling some of
the game actions, similarly to a human copilot. However, some expressed doubts about the copilot’s ability to balance
the level of support provided, avoiding being too skilled compared to the pilot and thus undermining the gameplay
experience (P1p, P5¢cg, P11¢cg, and P12¢E). In this sense, P11¢cg and P12 expect partial automation to bring the
player to “the same level as others", prioritizing the pilot’s enjoyment over in-game success. According to P5¢g, the main
goal should be to enable the pilot to reach a minimum standard that ensures enjoyment, without completely replacing
their skill. P11cg and P12¢f also suggested that the level of support could be dynamically adjusted, progressively
decreasing as the pilot improves their performance. If this is not possible, P4¢ and P11¢cg would at least like to manually

select the desired level of support.
4.3.4  Assistance by Signaling.

Human cooperation. Another way of assisting the pilot is by signaling what’s on the screen and what is happening in
the game. This support is particularly valuable to P2p, who is blind. Indeed, P2p reports that their copilot must clearly

indicate what is happening and which actions they are performing, so that they can coordinate effectively.

Partial automation. P2p states that partial automation should also provide this type of support, describing what
is happening in the game rather than giving instructions on what to do. This way, the player can make their own

decisions on how to act.

P2p: If you give me that information, I can do what most players would be able to do. I'm going to decide
who I target first. I'm going to decide how I play this. Whereas if you’re just controlling me, I'm like “Yeah,

I can shoot when you tell me to shoot, but where’s the fun in that?".
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4.3.5 Assistance by Suggesting. Finally, the copilot may support the pilot by providing suggestions. This is particularly

useful when the pilot is struggling to make progress in the game.

Human cooperation. P11cg and P12¢g provide this type of support in their weekly gaming group. However, both
note that, when giving suggestions, they always try to guide the pilot towards reasoning, without fully solving their

problem.

P11cg: I tell them “Let’s go back, maybe we missed something” and when we go back they notice something
on their own that they didn’t see earlier, like a handle or something to pull. Then they can go on by

themselves.

Partial automation. In partial automation P2p would like a similar support, where the copilot does not intervene in
the game but provides suggestions. Indeed, while it is possible for the copilot taking control of the game to resolve
a situation unclear to the pilot, P2p notes that it is preferable not to intervene directly to preserve the pilot’s sense
of agency. P11¢cg also imagines that the system could detect when the player is stuck in the game and give them
suggestions to help them understand how to proceed. For P9pc and P11, it is important that suggestions do not
directly reveal the solution, so as to leave the player with the satisfaction of solving the puzzle themselves. Finally, some
participants suggest that the copilot could initiate communication proactively, for example, by recognizing moments of

difficulty and spontaneously offering their help (P1p, P2p, P12¢E).

4.4 Negotiating Collaboration

Participants discussed the distribution of the game actions between the pilot and the copilot (Section 4.4.1), the criteria
for the action assignment (Section 4.4.2), and leadership in the decision-making. For this last aspect, we distinguish
between strategic decisions, which relate to long-term goals and choices (Section 4.4.3), and tactical decisions and

actions needed to address any kind of imminent situation (Section 4.4.4).

4.4.1 Actions Separation. The division of actions between the pilot and the copilot can be static, without changes
during a game, or dynamic. It can be decided before starting, or during the game itself. Furthermore, the actions can be
separated strictly, with each player taking control of an exclusive subset of actions, or overlapping, with some actions
controlled by both.

Human cooperation. In general, P1p notes that the division varies depending on the game. However, P3p specifies
that, when playing games belonging to the same genre, they often use similar configurations. The division of actions is
often defined before starting to play. For example, P1p discusses the division with their copilot, since, having prior
shared gaming experience, the copilot understands well what P1p is better at. Only P2p starts playing without a clear
division of actions, preferring to work out together with the copilot what each of them does best as they play. Usually,
the action separation is static throughout the game. P2p, instead, adopts a dynamic separation during the game: in
specific sections that they would not be able to manage alone, the pilot hands over full control of the game to the
copilot. Most participants adopt a strict separation between the controls managed by the pilot and those managed by

the copilot. For example, P1p, P3p, and P4¢ generally choose to delegate full camera control to the copilot.

P4c: One of P3p’s biggest weaknesses actually is camera control on the right stick: using the camera while
doing everything else is very, very hard. So, I'd say the thing I do most is camera control. [...] I'll point at an
enemy and P3p will go ahead and handle the job.
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While strict separation of controls is more common, overlap between the pilot’s and the copilot’s controls is also
possible. This occurs mostly in family contexts or among children, where it becomes unclear who does what (P6g).
However, as P13 points out, the lack of clarity on who is responsible for which controls can lead to confusion and

frustration.

Partial automation. In partial automation, participants also expect the ability to customize which actions to automate
and how they want to be supported. As in human cooperation, P3p, P4¢, P5¢f, and P6g would prefer to divide the
actions between pilot and copilot before starting to play. P3p assumes that the configuration would be similar to the
one they already use when playing with a human copilot, delegating camera control to the software. Instead, P1p would
experiment with different configurations to find the one that best suits their needs. P3p also hypothesizes the possibility
of a dynamic division, as they would need the copilot’s assistance only in specific sections of the game. Finally, P5cg
suggests asking the software copilot to propose how to divide the actions. P1p expresses a similar view but emphasizes

that the copilot should not be overly intrusive in suggesting configuration changes or disrupting the flow of the game.

P5cE: One of the things that is gonna be very important is that you understand the player, the person that
you're building it for. [...] You might try to find some way to do an evaluation on the person [...], and then
the AI could read what the evaluation says and say ‘I think I already know what you need. You need the

right trigger, the right bumper acceleration, and a boost".
4.4.2 Policies Guiding Action Assignment.

Human cooperation. We identified three main policies guiding the allocation of controls between pilot and copilot.
First, the pilot’s abilities are taken into account (P1p, P7pc, P8pc, P9pc, and P10pc), assigning to the copilot those
controls that are less accessible to the pilot. For example, P1p has difficulties in controlling the left hand, and therefore
remaps most frequently used game actions to buttons on the right side of the controller. The remaining actions are
then assigned to the copilot. When both the pilot and the copilot have disabilities, the allocation is based on the
abilities of both. For instance, P7pc, P8pc, P9pc, and P10pc all have a disability and regularly play in pairs using
human cooperation, supporting each other during the game. Similarly, P5¢f reports having applied human cooperation
multiple times with two people who both had disabilities. Second, as hinted above by P1p, the most important game
actions are assigned to the pilot to ensure they maintain a sense of control over the game. For example, P3p, as the
pilot, controls most commands, while P4 assists with camera control, which P3p cannot manage simultaneously with
other actions. Third, participants divide actions based on the macro-functionality they control. For example, P7pc and
P8pc separate movement from other actions, assigning all movement-related actions to one player and the remaining

actions to the other.

Partial automation. The first two policies were also mentioned in relation to partial automation. First, participants
suggested delegating to the software copilot those actions that the pilot cannot control or would struggle to control. For
example, P3p noted that partial automation could handle complex input sequences or those requiring quick execution.
Similarly, actions requiring high precision, such as aiming (P3p, P9pc), could also be delegated to the copilot. In this
context, camera orientation was mentioned by many participants as a challenging action to manage and one that could
be delegated to the copilot (P1p, P3p, P7pc). Second, participants suggested delegating to the copilot secondary actions,

in particular those used only occasionally (P1p, P3p), leaving the main controls to the pilot.

4.4.3 Leadership Management.
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Human cooperation. In general, the person with disabilities acts as the pilot and makes game-wide strategic choices
(P2p). However, when both players have a disability, the definition of who is the pilot and who is the copilot becomes
more blurred. For example, P7pc, P8pc, P9pc, and P10pc all have disabilities and play in pairs through human
cooperation (Section 4.4.2). Every decision is therefore made collaboratively, and both players contribute equally to the
game. Finally, P5cf notes that sometimes a person without disabilities can be the pilot, with a person with disabilities

as the copilot.

P5cE: Another patient that I had who also had hemiplegia [...] and he wanted to play Call of Duty [2] with

his son. And so [...] his son would look around and aim, and the father would just shoot.

Leadership can also be temporarily assigned to the copilot. P2p does this in game sections that require complex or
rapid input sequences. P5cf notes that when the copilot takes the lead, they must have experience in the specific game

(Section 4.6.1), otherwise the experience could be frustrating for the pilot.

Partial automation. In partial automation, none of the participants mentioned the possibility of sharing or leaving
game-wide strategic leadership to the software copilot. Indeed, they believe that the pilot should maintain the leadership
and partial automation should intervene only when the pilot is in difficulty, and generally avoid compromising their
sense of control (P1p, P3p, P6r). P3p envisions leaving temporary control to the software copilot in specific contexts,
as P2p does in human cooperation, for example, when the game requires action execution speed that is too high for

them.

P3p: If the Al could change depending on the situation. I think that would be nice "cause I hope I don’t need

the same level of help for an entire game. There are certain scenes that I need more help with than others.

4.4.4 Copilot’s Operational Autonomy. The copilot’s level of operational autonomy exists on a spectrum. At the one
extreme, the copilot can act as an actuator, following step-by-step instructions from the pilot, who indicates when to
act and which buttons to press. At the other extreme, the copilot can be completely autonomous, executing actions

based on a set of rules agreed upon with the pilot, without requiring specific instructions.

Human cooperation. In human cooperation, P1p is the only one who sometimes plays with a copilot acting solely as
an actuator. This is necessary when the copilot is not experienced with the game (Section 4.6.1), as reported by P13.
Instead, when the copilot knows the video game, they are able to act autonomously. This results in the copilot providing
more effective help, which causes the pilot to feel more immersed in the game (P2p). As a result, most participants play

with a copilot that acts autonomously (P1p, P3p, P4, P5¢g, P6g, P7pc, P8pc, P9pc, and P10p().

Partial automation. In partial automation, P2p, P3p, P4c, P9pc, P11cg, and P12 envision playing with a copilot
that only follows their instructions. P9p¢ specifies that they would use this support modality especially in logic games,
where a more autonomous copilot might reveal the solution to proposed puzzles. P7pc and P8pc, instead, would play
with a copilot that autonomously controls a predefined set of actions. P1p and P5¢f also anticipate that the copilot can
act autonomously, but emphasize the importance of defining rules that precisely establish what it should and can do,

for example, preventing the copilot from wasting ammunition in a first-person shooter game.
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4.5 Interaction

The interaction between pilot and copilot in shared control is fundamental for exchanging information and coordinating
during gameplay. This interaction is based both on communication, which can be verbal or non-verbal (Section 4.5.1),

and on the ability to understand each other’s intentions (Section 4.5.2).
4.5.1 Verbal and Non-Verbal Communication.

Human cooperation. All participants interact primarily through verbal communication, engaging in dialogue with the
other player to provide instructions and decide the strategy to adopt. However, the way pilots and copilots communicate
often evolves over time. For example, by always collaborating with the same copilot, P2p, P7pc, and P8pc have
developed short and quick commands over time to easily communicate with the copilot. They all believe that this way
of communicating is more efficient and less tiring than using full sentences. Indeed, P2p recounts how their copilot
acted as a guide using synthetic commands like “clear left" or “swoop" to indicate actions to perform in combat. This
way, P2p managed to complete some particularly complex game sequences requiring direct copilot intervention only
in rare cases. For P9pc and P10pc, this type of communication is particularly important in faster-paced games for
real-time coordination, while in slower games the communication is more articulate and focused on making decisions
jointly. Only P7pc also relies on non-verbal communication through eye contact, which they find more accessible due

to speech difficulties.

Partial automation. Similarly, in partial automation, several participants propose using short and quick commands
to give instructions to the copilot (P7pc, P8pc). However, P7pc also highlights possible difficulties related to voice
use, which could slow down interaction and, for those with speech problems, be less accessible. For this reason, P7pc
suggests teaching personalized commands to the software copilot. Alternatively, P1p suggests the use of brain-computer

interfaces, which would enable immediate communication with the pilot, particularly suitable for fast-paced games.
4.5.2 Intent Understanding.

Human cooperation. In human cooperation, the copilot’s understanding of the pilot’s intentions occurs primarily
through explicit requests (P6g). With experience, however, the copilot learns to anticipate the pilot’s needs, becoming
progressively more effective in providing support by observing the game and how the pilot plays (P2p). Similarly, the

pilot’s understanding of the copilot’s intentions is primarily based on verbal communication (P2p, P3p, P4¢, P5¢E).

Partial automation. In partial automation, mutual understanding of intentions remains equally important (P5¢g).
If the copilot fails to understand the pilot’s objective, automatic intervention might be perceived as arbitrary. P12¢g
and P13 agree on this issue, but also express doubts about the reliability of an automatic system in non-linear games,
where possible actions are multiple and less predictable. If, instead, the pilot fails to coordinate with the copilot, they

might not be able to anticipate the copilot’s actions and perceive a reduced sense of control over the game (P5¢).

P5cg: I think it would be tricky. If I had a shooting game and I wanted [the AI] to shoot for me, because I
can’t physically shoot the buttons. How do you control it from not using all of your ammunition? Will it just

shoot all the time? Is there something that says “Ok, now I have targeted my person, and now you shoot"?

In this context, P12cg proposes a dynamic interaction model, where the copilot analyzes the pilot’s choices and
commands, proposing interactions consistent with their intentions, and improving over time the ability to anticipate

user needs.
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4.6 Factors Affecting the Collaboration

The collaboration between pilot and copilot is influenced by several factors that determine its effectiveness. We first
analyze how the copilot’s knowledge of the game impacts the collaboration (Section 4.6.1). Then, we examine the

impact of the relationship between the pilot and the copilot on in-game collaboration (Section 4.6.2).
4.6.1 Knowledge of the Game.

Human cooperation. Participants emphasized that the copilot should have at least a general understanding of video
games and their common mechanics. P5¢cg, P6g, and P11cg consider this level of familiarity sufficient to provide
effective support. P4¢ and P6g also mentioned specific mechanics that the copilot should be able to handle, such as
camera control, character movement, and menu navigation. For this reason, P5¢cf includes a training phase for the
copilot when proposing human cooperation to players with disabilities. In general, knowledge of the specific game for
which support is provided is not deemed essential, but it can improve the gaming experience, particularly in complex
video games (P5¢cg, P13g, and P14g). For this reason, P4¢ independently learns the game mechanics before assisting
P3p as copilot. P5¢f also considers experience important to facilitate communication during gameplay. For P1p,
however, thorough knowledge of the game is essential when the copilot assumes a guiding role and needs to provide
suggestions on how to proceed (Section 4.3.5). In such cases, a lack of experience with the specific game may severely
undermine the effectiveness of the assistance (P5¢E), generating frustration in the pilot, who is unable to progress
further. P2p needs the copilot to describe what is happening on screen and therefore highlights that an experienced

copilot better understands the state of the game and consequently communicates it more effectively.

P2p: Let’s say you get a person who knows a game well and one who doesn’t know it as well. Like, one
knows the enemy types and the other doesn’t. [...] If my copilot’s saying “Okay, there’s a terminator? in
the distance", 'm like “Okay, I know what to do" [...] Whereas if the person doesn’t know the enemies

as well you then have a sense of “Oh God, this is terrifying. I don’t know what’s happening".

Partial automation. P1p argues that a software copilot should be trained for each video game specifically to provide

effective support. However, P1p also questions if developing a copilot capable of adapting to different games is feasible.
4.6.2 Relationship Between Pilot and Copilot.

Human cooperation. Participants reported that the copilot is often a family member or a friend. For example, P3p is a
family member and caregiver of P4c. Due to this, P3p is available to play together most of the time, and dedicates
significant effort to better support P4¢ (e.g., by trying a game in advance before playing together). Furthermore, this
type of relationship can facilitate communication, reduce logistical difficulties (Section 4.2.2), and improve coordination
during play. For P1p, P7pc, P8pc, P9pc, and P10pc a friend acts as copilot. P1p highlights that prior gaming experience
shared together facilitates collaboration. For these reasons, experts (P5¢cg, P6g, P13g, and P14g), when recommending
the use of human cooperation, suggest involving someone familiar to the pilot. Familiarity is particularly important in
fast-paced and complex video games (P3p, P7pc, P8pc), whereas it is less critical in simpler games (P9pc, P10pc).
Furthermore, P6 notes that some of the people they assist are reluctant to accept help from someone who doesn’t
already support them in daily life. A copilot can also be a stranger met online. This option was mentioned by P2p, who
also observed that this type of copilot selection can lead to variable outcomes, depending on the compatibility with the
copilot.

4 Terminator is a type of enemy in the video game Warhammer 40,000: Space Marine 2
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P2p: There’s this idea of being drift compatible® where you are in this flow state, you are both sort of synced

up with each other, and it’s all about shared communication.

P2p further notes that each new collaboration requires time to build the coordination needed for a smooth and satisfying
gameplay experience. Indeed, the first hours of play with a new copilot are dedicated to deciding how to play together
(Section 4.4), communicating (Section 4.5), and building a relationship. During this process, errors and incomprehension

are possible. Thus, P2p and P5¢f highlight that being positive and tolerant is important to avoid frustration.

Partial automation. As P1p pointed out, the system should adapt its assistance to the player’s skill level. Otherwise,
it can make the player dependent on the system, hindering autonomous growth and limiting their ability to experiment
and autonomously find solutions. Similarly, P11cg, and P12¢g believe that the copilot should learn the pilot’s play

style over time and adapt to it, as generic support may not be adequate or effective.

5 Discussion

Prior works highlight that shared control can be used to access games that cannot be made accessible through existing
accessibility solutions [12, 25]. Our research confirms this (Section 4.1) and also uncovers which gaming accessibility
challenges are addressed through human cooperation, whether they can be addressed through partial automation as
well, and how such support should be provided (Section 5.1). The resulting design recommendations are summarized in
Table 3. In particular, we discuss advantages and disadvantages of partial automation with respect to human cooperation
(Section 5.2), focusing on the main limitation of human cooperation: the need for a human copilot. This necessity limits
the autonomy of players with disabilities, motivating partial automation as a substitute for human cooperation. Then,
based on how the pilot and the copilot collaborate in human cooperation, we discuss how this collaboration should
translate into partial automation (Section 5.3). Finally, we analyze how the pilot and the copilot communicate during
human cooperation, identifying possible feedback mechanisms and interactions that should be implemented in partial

automation (Section 5.4).

5.1 Gaming Accessibility Challenges Addressed by Shared Control

The main challenge in controlling video games reported by our participants was when too many input dimensions
needed to be controlled concurrently or in rapid succession. Borrowing a term from the machine learning domain [32],
we call this issue the Curse of Dimensionality (Section 5.1.1). Unexpectedly, not all challenges addressed in shared
control directly relate to control (i.e., pressing buttons on the controller). Indeed, two additional challenges were also
identified: the need for additional information on the game, what happens in it, and how to play it (Section 5.1.2), and

the difficulty in configuring the game setup before even playing the game (Section 5.1.3).

5.1.1 Curse of Dimensionality. Prior works motivate the use of partial automation for game accessibility, arguing
that: “Games may require inputs that some players cannot provide with any device." [12]. Our analysis confirms
this, since participants reported difficulties with fine control of input intensity, for example, when aiming in first-
person shooters or steering in driving games (Section 4.4.2). However, using existing accessibility tools and control
remapping, most participants are able to mitigate this problem and can actually activate any single control individually.
Instead, our analysis uncovers the curse of dimensionality problem: the participants find it difficult to control all

actions concurrently or in rapid succession. Indeed, multiple participants reported difficulties when simultaneously

5 Drift compatible: Term from the film Pacific Rim [19] in which two pilots jointly control a robot and need to be compatible to perform effectively
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Table 3. Overview of partial automation design guidelines

with fine control of input intensity

Support in controlling game actions | with concurrent multi-dimensional controls

with fast-paced control sequences

allow on-demand requests for information

detect when the player does not know how to progress
provide hints without spoiling the fun of the player

signal elements of interest in the game

menu navigation support through voice commands

Support during game setup facilities for explicit and personalized control assignment
propose command split between pilot and copilot

support for different platforms and games and be tuned on them
reliable level of gaming experience at all times

also support human cooperation (possibly remotely)

enable multiplayer assistance

agency maximization considering inputs the user can control
clarity of actions separation: strict and by macro-functionality
allow on-demand requests by the player

clearly defined autonomous interventions by the copilot
learn when to assist, avoid doing too much and too well
baseline multiplayer assistance / adaptive to player abilities
natural language requests for explicit actions or suggestions
Communication from the pilot personalized shorthand commands for fast-paced gaming
non-verbal commands for people with speech impairment
verbal communication to signal/suggest something
non-verbal feedback through screen, sounds, light, vibrations
pilot’s intent: analysis of gameplay and external sensing
copilot intent: feedback through visual, auditory, haptic cues

Support by providing information

Support autonomy

Support sociality

Subdivision of controls criteria

Copilot’s operational autonomy

Feedback from the copilot

Mutual intent understanding

maneuvering multiple directional controls, for example, the movement and the camera (Section 4.4.1). The curse of
dimensionality problem is further exacerbated when a large number of controls need to be managed during fast-paced
interaction sequences (Section 4.4.3). Human cooperation is an effective solution to address the curse of dimensionality
problem since it reduces the number of controls assigned to the pilot by delegating some to the copilot. For the same
reason, participants noted that partial automation could be similarly effective, highlighting its potential to replace

human cooperation.

5.1.2  Lack of Information. In human cooperation, the copilot assists the pilot also by providing information throughout
the game. Partial automation can be used to replicate such support as well (Section 4.3.5). Microsoft is currently
investigating a similar type of support as part of their Copilot conversational assistant [42], allowing players to explicitly
ask suggestions about the game they are playing. Providing suggestions on-demand is one way of providing
information support, but partial automation should also be able to detect when the user needs support (e.g., does
not know how to proceed) and proactively provide suggestions. Such support can be useful to players with various
needs, including individuals with cognitive impairments or beginners. However, these suggestions should be limited
to what is needed to progress, without spoiling the game for the pilot (Section 4.6.1). A special type of suggestion,

particularly relevant for accessibility, is signaling important game elements that the player may not have perceived
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(Section 4.3.4). This is highlighted by P2p, who is blind, but similar support could be used to signal important game
sound cues to people with hearing impairments, as recently researched for real-world sound cues [29]. This kind of
support is reminiscent of Navi®, the fairy companion of the protagonist in Zelda, Ocarina of Time [47], who alerts the

player of dangers and elements of interest in the game.

5.1.3  Support with the Game Setup. A human copilot also provides support during the game setup. One type of support
is the assistance in configuring the game setup, which can involve various hardware and software accommodations
required to play a given game (Section 4.3.1). This type of support may be needed even if the game itself can be played
independently. Clearly, partial automation cannot support the physical setup, which will still require human support.
Instead, it can provide support during software setup, particularly in deciding how to assign commands to the pilot and
the copilot. Indeed, while some participants expect the possibility to decide control assignment explicitly, others
also suggested that partial automation could propose how to subdivide the controls (Section 4.4.1). This is beneficial
when the pilot has no prior knowledge of the game and, therefore, has no clue on how to divide the controls. The
software copilot can propose configurations based on the pilot’s disability and previous gaming sessions (Section 4.4.1).

The second type of support is for navigating the game menu, which is a common accessibility problem reported by
the participants (Section 4.3.2). A partial automation system could make the game menu more accessible, acting as

an actuator by following the user’s explicit instructions (Section 4.4.4).

5.2 Advantages (and Disadvantages) of Partial Automation over Human Cooperation

We highlight the positive impact of partial automation on the pilot’s autonomy (Section 5.2.1), and we discuss the effects

of human cooperation and partial automation on sociality, inclusivity, and engagement of the players (Section 5.2.2).

5.2.1 Autonomy. Participants highlighted one critical limitation of human cooperation: it requires the availability
of a copilot. An additional logistical constraint is that the pilot and the copilot need to be in the same place at the
same time (Section 4.2.2). Remote human cooperation is one way to mitigate the constraint of being in the same place,
but it still requires the availability of a human copilot and tools that are not widely known and are difficult to set up.
The copilot also needs to have adequate gaming abilities and knowledge of the game, both factors which influence
the resulting gaming experience (Section 4.6.1). Furthermore, at times, pilots felt that they might ask too much of
copilots, and some completely gave up playing to avoid burdening the copilot (Section 4.2.1). Another concern was the
possible lack of engagement of the copilot in the game, since the agency is predominantly left to the pilot (Section 4.2.3).
While this specific concern seems unfounded, as the copilots we interviewed were eager to assist their pilots, it still
discourages players with disabilities from asking for assistance. All these barriers collectively impede players with
disabilities who play in human cooperation from playing the games they want, when they want, and in the way they
want (Section 4.2.1).

Due to these reasons, participants were enthusiastic about the prospect of a software copilot. Of course, partial
automation should be available on different platforms and for different games to be able to provide widespread
and effective support. Contrary to P1p’s doubts on the feasibility of adapting partial automation to different games
(Section 4.6.1), recent works [54], support the possibility of such a solution. Once trained on a game, unlike human

cooperation, partial automation would also ensure a consistent level of support, and therefore, of gaming experience.

®Originally known as “Fairy Navigation System" due to its purpose of providing guidance during the game.
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5.2.2  Sociality, Inclusivity, and Engagement. Participants reported one limitation of the idea of substituting human
cooperation with partial automation: the resulting loss of live social engagement (Section 4.1.2). This is particularly true
for those who organize social moments to play together and bond. Human cooperation also gives the opportunity to
play together with friends and family members. Thus, participants considered partial automation not as a replacement
for human cooperation, but as another option that would allow them more freedom to play in different ways. So,
participants foresee the possibility of using either human cooperation or partial automation, according to their
preferences and the availability of a copilot. Participants also note that partial automation would open up avenues for

multiplayer gaming as another type of social interaction.

5.3 Collaboration Between the Pilot and the Copilot

Section 5.1 discusses what support can be provided by shared control. Here, we discuss how such support should be
provided. Specifically, we discuss how the controls should be divided between the pilot and the copilot (Section 5.3.1)

and the limits to when partial automation should intervene in the game (Section 5.3.2).

5.3.1 Subdivision of the Controls. A central aspect of shared control is determining how to divide the actions between
the pilot and the copilot. We discuss the policies that should guide the configuration of a partial automation system and
that could also be implemented by a partial automation system that automatically suggests a configuration.

First, the subdivision should consider how many and which inputs can the pilot control. Then, among all the
actions in the game, the ones that provide the most sense of agency should be preferentially assigned to the input that
the pilot can control, leaving the rest to the copilot. In general, the actions that maximize the sense of agency are
the ones that are more important for the gameplay or more frequently used (Section 4.4.2). However, defining which
actions are more important for the game is subjective; therefore, the process should allow for complete personalization.

Second, the subdivision of controls should take into account the clarity of the subdivision, avoiding sources
of automation confusion [13]. Due to this, strict separation should be preferred (Section 4.4.1). Indeed, if both the
pilot and the copilot control a given action, it becomes unclear who is responsible for it, and it is harder for the
player to understand the consequences of their own actions. For the same reason, the actions belonging to the same

macro-functionality should also have the same controller (Section 4.4.2).

5.3.2  Tuning Copilot’s Operational Autonomy. Participants were concerned that partial automation interventions could
compromise the pilot’s sense of control. Thus, they frequently expressed the need to limit the assistance solely to
situations of necessity. Interestingly, participants noted that human copilots that are not sufficiently autonomous can
only act as actuators, thus spoiling the gaming experience (Section 4.4.4). In contrast, participants reported that if
the software copilot is too skilled to play the game, it can reduce the pilot’s sense of agency. Thus, in some cases,
they suggested limiting the software agent to responding only to the pilot’s explicit commands. This is suggested,
for example, for puzzles or logic games, where the software agent solving the problem can spoil the game for the
player (Section 4.4.4). Instead, for games characterized by fast-paced interactions, it could be unfeasible for the pilot to
provide specific instructions, and thus the copilot should intervene autonomously (Section 5.1.1). For example, if the
software agent is responsible for controlling the orientation in a first-person shooter, it is impossible for the pilot to
provide precise real-time commands (e.g., through voice) on how to adjust the orientation. It should also be possible to
combine explicit actions for which the copilot solely acts as an actuator with other actions in which the copilot is more
autonomous. For example, in a first-person shooter, the user can give explicit commands to change the weapon, while

the software agent can autonomously aim at enemies.
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In all cases, action assignment must be clearly defined in advance (Section 4.4.4). Additionally, the software
copilot should not be too good, leaving space for the player’s sense of agency, and should adapt to the player’s
changing abilities (Section 4.3.3). Autonomous interventions should also be limited in multiplayer games to avoid
benefiting the user unfairly (Section 4.1.3). To achieve this, the support should be set to a baseline level of abilities

(Section 4.3.3). Alternatively, the automated controls could be configured to match the player’s skills (Section 4.1.3).

5.4 Communication During the Gameplay

In human cooperation, the communication between the pilot and the copilot is fundamental. Similarly, partial automation
should also provide facilities to allow communication from the pilot (Section 5.4.1), and feedback from the software

copilot (Section 5.4.2). Likewise, partial automation should also foster mutual intent understanding (Section 5.4.3).

5.4.1 Communication From the Pilot. To support explicit requests from the pilot to the software copilot, partial
automation needs to implement appropriate communication mechanisms. The main use cases for such requests are for
the pilot to request some actions to the copilot (Section 4.3.3), such as to change the weapon, or to ask the copilot for
suggestions on how to proceed in the game (Section 4.3.5). Participants were interested in making such requests verbally
using natural language (Section 4.5.1). Furthermore, they also suggested the possibility of teaching personalized
shorthand commands to the system for a quicker and more comfortable interaction.

Some participants also highlighted the need to communicate non-verbally, for example, in the case of players with
speech impairments. For this purpose, various alternative communication channels could be used, such as head [38] or
gaze [48] gestures, brain-computer interface [46], or non-verbal mouth sounds [4]. Although not explicitly mentioned
by the participants, another possibility is to assign some of the game controller’s buttons to the communication with
the software agent. For example, we mentioned the possibility that the pilot verbally commands the agent to set the aim
on the closest enemy on the right (Section 5.3.2); an alternative solution is to use a button instead of a vocal command.
Note that this is not the same as directly controlling the aim, because in this case, the pilot only activates a single button,

while the copilot handles the set of actions needed to target the enemy.

5.4.2  Feedback From the Copilot. The software copilot should also communicate with the pilot, possibly in natural
language, to signal elements of interest in the game (Section 4.3.4) and provide suggestions (Section 4.3.5). The
communication should take into account user preferences, such as the user-defined shorthand terms. For effective
natural language communication, Large Language Models [44] could be considered, with the prompt context taking
into account information about the game and the user. In addition to verbal communication, non-verbal options
should be possible as well, for example, by displaying text messages on the screen. Symbolic communication,
through icons, non-verbal sounds, light signals, or haptic feedback, is also possible and should be configurable
based on user preferences. For example, the copilot could highlight elements of interest on the screen through a visual
marker instead of verbally communicating the position of the element of interest. Such awareness cues during gameplay

are beneficial to the trust and reliance of the pilot towards the software copilot [15].

5.4.3 Intent Understanding. Aside from responding to explicit requests, partial automation should also attempt to infer
the user’s intended actions to provide more meaningful automated support. Such an inference should be made by
observing the game and the pilot’s controls. Possibly, it could also consider additional external cues, like the pilot’s

gaze and voice. However, understanding the user’s intent can be challenging, in particular when the game does not
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have a clear goal (Section 4.5.2). To address this issue, participants suggest that the copilot ask the pilot for confirmation
on whether their intent is interpreted correctly. Of course, this should not interrupt the flow of the game.

The system should also support the pilot to understand the copilot’s actions, so that the pilot can also factor the
copilot’s actions into the decision-making process. To this end, the copilot should provide operational feedback on
what actions it is performing (Section 4.3.4), possibly as visual, haptic, or sound cues. This type of feedback can be

considered a form of explainable AI [63].

5.5 Limitations of the Study

In our study, we employed a convenience sampling method to recruit gamers and experts with experience in human
cooperation for video game accessibility. This approach allowed us to involve 14 representative participants. However,
we acknowledge that, due to the sampling approach used, there are some limitations to our research. First, most of our
participants have mobility impairments, with a notable exception of P2p who has a visual impairment. Instead, we did
not have participants with hearing or cognitive impairments. Second, all our participants come from Western countries,
which may introduce a cultural bias to our results. Third, our study did not include participants who were very young
or elderly. These issues limit the generalizability of our findings, requiring future investigations to confirm our results.

Additionally, while all our participants had lived experience of human cooperation gaming, our findings are all based
on their recounts. A direct observational study would further help identify the factors that did not transpire solely from
the interviews. Furthermore, none of the participants had previously used a partial automation solution. Thus, their
opinions on partial automation are all hypothetical. A possible extension of this work could therefore be a comparative

observational study of human cooperation and partial automation, with the goal of confirming our current results.

6 Conclusions and Future Work

This work investigates current practices of shared control in video game accessibility through interviews and focus
groups with players with disabilities, their supporters, and accessibility experts. Findings indicate that shared control is
a crucial means of enabling access to games that would otherwise remain unplayable, while also offering opportunities
for social interaction and inclusion. At the same time, reliance on human copilots introduces significant limitations,
particularly regarding autonomy, availability, and engagement. Participants expressed a strong interest in partial
automation as a promising extension of shared control. Such systems could increase independence, reduce logistical
barriers, and broaden access. Some concerns were raised as well, in particular about preserving player agency and
maintaining the social value of cooperative play. Accordingly, this study contributes to an understanding of how
shared control is used in practice and how players perceive the transition toward automated copilots. On this basis, we
outline design guidelines that emphasize adaptability to individual needs and mechanisms for providing support while
preserving the pilot’s sense of agency.

Several directions for future research emerge from our findings. First, the investigation could be extended to a
broader and more diverse population of participants, including individuals with different types of disabilities, cultural
backgrounds, and age groups. Such diversity would provide a more comprehensive picture of shared control practices
and the potential generalizability of partial automation solutions. Second, observational studies of real-world gaming
sessions are needed to complement self-reported accounts and refine our understanding of how human cooperation
unfolds in practice. Such studies could reveal additional design considerations and inform the development of automation
features that more closely replicate or enhance human support. Finally, the design guidelines identified in this work

pave the way for prototyping and experimentally evaluating partial automation systems. Future studies could involve
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user testing of such prototypes, ideally in comparison with a human cooperation baseline, to assess their effectiveness,

usability, and impact on player autonomy, agency, and enjoyment.
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