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Abstract

For blind or low vision individuals, tactile graphics (TGs) provide
essential spatial information but are restricted in the amount of
data they can convey - especially semantic information, which is
represented using the small amount of braille abbreviations that fit
on the TG. Using computer vision, TGs can be enhanced by adding
audio labels, in which audio descriptions are triggered when the
user touches elements on the TG; these audio descriptions can con-
tain unlimited amounts of semantic information and are accessible
even to those who don’t read braille. Unfortunately, existing audio
label systems are closed systems with severe limitations, some of
which are costly and/or tied to specific hardware platforms. We
address this problem by creating CamIO-Web, an open-source ver-
sion of our CamlIO (short for “Camera Input-Output”) audio label
system, which runs in the browser of virtually any computer or
mobile device. The system includes facilities that allow users to
create their own TGs with any audio labels ( audio recordings or
Text-to-Speech), and the open-source code base makes it extensible.
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1 Introduction

For individuals who are blind or visually impaired (BVI), tactile
graphics (TGs) and 3D models are invaluable resources for access-
ing information [9]. Materials such as tactile maps, relief maps, and
models representing structures like molecules, skeletons, or bio-
logical cells can convey spatial and structural information through
touch. However, other aspects, including color, visual texture, and
printed content, typically remain inaccessible to BVI users. While
braille is often employed to label relevant features, it is generally
restricted to abbreviated forms due to limited space, requiring sep-
arate keys for interpretation. Furthermore, a significant portion of
the BVI population does not read braille [7].

To overcome these limitations, existing solutions propose to
augment tactile materials with touch based interaction and audio
feedback [1]. One such system is the T3 Tactile Tablet!, which en-
ables users to place a tactile overlay on the tablet’s touchscreen. The
touchscreen can then detect finger contact with the raised elements
of the overlay, providing audio feedback corresponding to the spe-
cific tactile feature being explored. This paradigm allows BVI users
to access rich semantic content without relying on braille, leverag-
ing a familiar interaction modality that is similar to mainstream
touchscreen technologies.

An alternative technical solution to achieve similar functions is
to use computer vision to transform virtually any TG or 3D model
into an interactive interface, without being limited to thin, two-
dimensional touchscreen overlays. Prior research in this area has
explored a range of solutions, including depth-sensing cameras
[4, 6], conventional webcams [5], and smartphone-based applica-
tions [2, 3, 10]. Some approaches require the user to interact with
tactile materials through a dedicated pointing device [2] or to make
their fingertip more visible with a visual marker [5]. More recently,
advances in hand tracking technologies have enabled the develop-
ment of solutions based on hand pointing and gestures without
the need for pointing devices®>3 [6, 10]. These interfaces are par-
ticularly well-suited to the exploration of tactile materials, as they
accommodate the natural use of multiple fingers and both hands.

Uhttps://www.touchgraphics.com/store/t3-t3-books
Zhttps://tactileimages.org/en/reader-app/
Shttps://www.tactonom.com/en/tactonome-reader/
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Figure 1: CamIO-Explorer interface on a mobile device

Following this line of research and development, we demonstrate
CamlIO-Web, a web-based, cross-platform, open-source* application
that supports the labeling and afterwards the touch exploration of
TGs providing the inserted labels as audio feedback. Specifically,
CamIO-Web consists of two main components: CamIO-Explorer and
CamlIO-Creator. A user can access CamIO-Creator to create audio
labels for a given tactile model using an intuitive web interface.
Then CamIO-Explorer can be used, on mobile devices or a computer,
to support the exploration of the tactile model by reading aloud the
labels defined with CamIO-Creator. While our focus is on BVI users,
we note that CamIO-Web may also be useful for sighted people
who benefit from multi-modal interactivity, which combines the
visual, audio, and tactile senses.

2 The CamlIO-Web system

The CamlIO-Web system offers the convenience of an audio label
system that runs entirely in the browser, which has the advantage
that it runs on virtually any computer or mobile device. Moreover,
the system runs without requiring the user to install any software —
the user only needs to click on the CamIO-Web link to run it. Finally,
since the software runs entirely on the client, it is highly responsive,
eliminating the latency that would be incurred if camera data had
to be transmitted to a remote server to be processed and the results
sent back to the client.

4Code is available at https://gitlab.di.unimi.it/ewlab/public/camio/camio-web
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2.1 Architecture and data structures

CamlIO-Web is a public website®, composed of two main web apps:
CamlIO-Explorer and CamIO-Creator. Currently, the server has the
only purpose of hosting the website and it does not store user-
generated content. To allow the user to store the models descrip-
tions communication between the two apps, we defined the . camio
file format that contains the following information:

e Template, an image of the TG.

e List of hotspot areas, each representing a specific region of
the TG and associated with a title, a color, and, optionally, a
textual description and an audio file.

e Color map: an image file used to encode the position of the
hotspot areas used to represent the position of each hotspot
area through its associated color.

2.2 CamlO-Explorer

CamlO-Explorer provides audio feedback while the user explores
the TG. The user can freely explore the TG with an open hand, with-
out triggering feedback from CamIO-Explorer (Figure 1a). Instead,
CamlIO-Explorer describes the touched hotspot area when it detects
a pointing gesture (Fig. 1b), which is defined as a gesture in which
the index finger of one hand (left or right) is pointed straight while
the other fingers are bent or closed. The description consists of an
optional sound and a text string, which can be either shown on the
web interface or read aloud with the built-in speech synthesizer.
Note that CamIO-Explorer is designed to be compatible with the
system screen reader, thus, upon updating the text label, the screen
reader reads the corresponding text.

Figure 2 shows the computational pipeline adopted by CamIO-
Explorer. CamlIO-Explorer acquires the image from the camera
feed and runs a template matching algorithm to map the model
template to where it appears in the image. Since the operation
is computationally intensive, it is not run for every frame, but
every 2 seconds. For every frame, instead, CamIO-Explorer uses the
MediaPipe library® to extract the hand skeleton model, which is
then processed with a rule-based procedure to determine whether
the hand is making the pointing gesture (a “number one” gesture
with the hand making a fist and the index finger pointing straight).
If so, CamIO-Explorer checks if the pointing position is within a
hotspot area. If so, the feedback associated to the hotspot is provided
to the user.

Shttps://develop.ewlab.di.unimi.it/camio
Chttps://ai.google.dev/edge/mediapipe/solutions/vision/hand_landmarker
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Figure 2: CamIO-Explorer pipeline
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2.3 CamlO-Creator

Figure 3 shows the main interface of CamIO-Creator. There are
three main graphical elements. On the left, the application presents
the list of hotspots. The user can create a new one or edit an ex-
isting one (see Figure 4a). Note that the the specific color chosen
is irrelevant: its only purpose is to clearly distinguish one hotspot
from the others. In the top part of the interface, CamIO-Creator
shows the toolbar, reminiscent of basic image editors. From this
bar, the user can select how to draw on the image. The center of
the screen shows the template image where the user can draw to
create the color map. Upon saving, the user can specify the model’s
name and two descriptions (Figure 4b).
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Figure 3: CamIO-Creator main interface.

3 Conclusions and limitations

The demo will showcase CamIO-Web and highlight its value for end-
users and for researchers. For end-users, CamIO-Web is a public
application already available to support the exploration of TGs
by BVI people, with a number of practical advantages: it is free,
does not require installation of software, is compatible with most
system screen readers, and can be used on traditional and mobile
devices. The fact that CamIO-Explorer runs on mobile devices is
particularly convenient for students, who do not need to transport
bulky equipment. Second, it is a technological platform that can
be easily extended to experiment with new forms of interaction.
In particular, we are currently investigating the use of a larger set
of hand gestures, the integration of CamIO-Explorer with Large
Language Models, and the user of wearable devices, like Ray-Ban
Meta’ [8]. While CamIO-Web currently supports models that are
flat (2D) or nearly so, in the future we will extend the system to
work with 3D models.
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Edit this hotspot

Title
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Description

The airplane's wings provide the lift need for the flight

Sound

Delete - Cancel

(a) Hotspot: create or edit an hotspot

Project title

Airplane

Project short description

A detailed representation of an airplane.

Project long description

This airplane model illustrates the primary components of an aircraft,
including its wings, cabin, doors, cockpit.

Speech Syntesis

English (US) v

Cancel

(b) Saving a model with name and descriptions.

Figure 4: CamIO-Creator interfaces
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